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Fig. 1. Illustrating prior work efforts on exploration, design, and field deployments for in-home, long-term, family-robot interactions.
Participatory design sessions with children (aged 8-12) and families informed the design of in-home social robots. We then deployed a
reading companion robot in children’s homes. Children read aloud to the robot, showed special tags placed on book pages to indicate
which pages they read, and the robot responded with comments that supported social connection, interest in reading, or science
knowledge. Family members such as parents and siblings were often involved around the robot.

Participatory approaches to designing technology with families, for families allow designers to have a first-hand understanding of
needs, desires, and preferences of families toward new technology. For example, in my prior work, I conducted participatory design
studies with children and their families in order to design social robots that could facilitate long term interactions, with multiple users,
in their homes. Our design sessions identified that children and families preferred an in-home robot to have the role of a companion or
an assistant, be able to hold group interactions and participate in shared recreation activities, and had concerns about the robot’s ability
to follow conversational privacy norms (i.e., within a family, what information is shared with whom). In a long-term field deployment,
I explored how children engaged in dyadic interactions with a reading companion robot in their homes and how interactions with
multiple family members formed with and around the robot. However, family-centered insights are limited in the Human-Robot
Interaction field. In my research I aim to further explore long-term family-robot interactions in group settings, with social companion
robots that serve as a playmate or a confidant. I seek to design social robots that can facilitate connection-making between family
members and mitigate communication privacy conflicts in these group interactions.

CCS Concepts: • Human-centered computing → Participatory design; Empirical studies in interaction design; • Computer
systems organization → Robotics.
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1 MOTIVATION AND RESEARCH OBJECTIVES

Family systems are complex and dynamic, and we cannot apply a one-size-fits-all approach when designing in-home
social robots for families. To understand human-robot interaction design for complex systems like families, Jung and
Hinds [26] call for Human-Robot Interaction (HRI) researchers to “examine design elements in multiple different contexts,”

for example homes with different types of family structures such as a nuclear family, inter-generational family, or a
single-parent family and “explore a robot’s influence on processes and dynamics of groups and the consequences of such

influence.” This requires a flexible design for social robots that includes a multitude of ways to adopt social robots for
family life. However, a family-centered approach, e.g., family-robot interaction1, has been limited in the field of HRI.

I respond to this call to action in my research and aim to design for in-home and long-term family-robot interactions
by exploring the preferences of children and family members for having social robots in their homes, how a social robot
can facilitate connection-making between family members, and how a social robot can mitigate privacy conflicts
that occur in this family-robot interaction. In my prior work, I explored family preferences for in-home robots and
designed and deployed social robots that hold dyadic interactions with children in homes.

Motivated by the need for more family-centered approaches, in my current and future work, I focus on exploring
how in-home social robots can facilitate group interactions between children and family members in two contexts:
(Context 1) Family connection-making in shared recreation activities (e.g., family game nights),
(Context 2) Family communication privacy management in daily conversations.

My overarching research questions are:

RQ1. How a robot, acting as a playmate, can facilitate family interactions and connection-making during a shared

recreational activity?

RQ2. How a robot, acting as a confidant, can mitigate conversational privacy concerns between family members?

Addressing these questions requires different approaches. The playmate role referred to in RQ1 is better understood
in research, which allows us to design interactions based on established literature and conduct field deployments to
test how the playmate robot can facilitate connection-making. However, for RQ2, there is limited domain knowledge
around designing a social robot with the role of “confidant” and determining how exactly a robot should manage
communication privacy in families. Thus, research activities for RQ2 will take an exploratory approach consisting of
an interdisciplinary literature review followed by a technology probe study to explore family perceptions towards
communication privacy management with a confidant robot.

The organization of this proposal is as follows: In Section 2, I summarize fundamental interdisciplinary related
work for my research as it relates to RQ1 and RQ2. In Section 3, I address contributions and results to date, regarding
exploring family preferences for in-home social robots and designing social robots for children and families. In Section
4, I address planned future work, research approach, methods, and rationale. Finally, I highlight the expected next steps,
as well as open questions and challenges as part of my research (Section 5) and my long-term goals (Section 6). Overall,
this proposed research differs from past work by taking a family-centered approach to designing in-home social robots
for and with children and families, with a specific focus on family connection-making and conversational privacy.

1US Census defines “family” as “a group of two people or more (one of whom is the householder) related by birth, marriage, or adoption and residing together;
all such people (including related subfamily members) are considered as members of one family.” However, such definitions are not inclusive in many ways.

The primary focus of my Ph.D research is to design social robots that can facilitate connections between children and their families of any diverse form
and structure. For this purpose, my definition of a “family” is considered broadly as “any family structure or household that consists of a group of two people
or more, which at least one member is a child under the legal age of adulthood.”
I define “family-robot interaction” as any social interaction between a robot and the aforementioned family definition.
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2 RELATEDWORK

Long-term interactions with robots can motivate children to perform household tasks, such as tidying their room [20]
or motivate children to read and support their reading comprehension [30]. However, user acceptance of social robots in
homes and maintaining long-term engagement with social robots still remains an open challenge [16, 17]. Social robots
embody different roles and provide companionship to their users. Past research highlights roles ranging from robotic
home assistants [15, 18], socially assistive agents that deliver autism interventions [37] or educational interventions [4].
Children form close connections with social robots and perceive them as companions [30], adolescents desire social
robots to take roles as a coach, companion, and a confidant [2], and [11] observed elderly treating social robots as a
confidant by opening up about their frustrations. Our prior work [8] has also found similar perceptions of children and
families for an in-home robot’s role. In my research, I focus on two types of robot roles: playmate and confidant.

Related work suggests that robots acting as a playmate can promote creative play practices of children [23] and
effective play strategies can facilitate the participation of shy children [1]. Shared recreation activities (e.g., playing
a board game, going bowling) improve family adaptability, cohesion [42], and resilience [6]. Voice agents support
children’s engagement in social play [31] and children establish social bonds with robots and have positive experiences
during interactions including games and entertainment [3]. A social robot can support family playtime and encourage
the participation of all members by expressing “verbal activities, reading stories, or playing cards.” [27]

While many users expect their companionship with a social robot to form into a trusted confidant, the process of
this companionship is not well understood. Very limited work in HRI explores the specific application of robots as
confidants (i.e., [38]). The confidant role suggests that users desire to share secrets or private information with a social
robot, which introduces the challenge of maintaining the interpersonal privacy of family members. Communication
Privacy Management Theory (CPM) [34] is a framework that explains how people set boundaries when sharing private
information in daily conversations, transfer co-ownership of private information, how privacy violations may lead to
boundary turbulence, and discusses ways to resolve and manage these boundaries through modifying existing rules or
creating new rules. There is no work to our knowledge that explores the intersection of how social robots as confidants
should adhere to communication privacy management rules when interacting with children and families at home.

Designing technologies for children, with children [19] empower children to be partners in the design of new
technologies. In the home context, family members might have distinct goals and perspectives that could be at odds with
one another. Involving multi-generational family members in the design process can facilitate real-life use scenarios and
introduce playfulness to family dynamics [12], while the simple, flexible, and adaptable nature of technology probes can
support the process of designing technology for families [24]. Including children and parents together in design sessions
uncover unique aspects of parent-child intimacy, i.e., increased involvement, affiliation, and sense of responsibility [14]
and in-depth insight into family interactions in the design of novel technologies [41]. Family Systems Theory (FST) [13]
describes families as a complex social system, where members interact to influence each other’s behavior. From this
perspective, a social robot in the home is a member of the household and family system, which influences the behaviors
of family members. There is a growing number of studies designing in-home technologies that follow a family-centered
design approach involving the perspectives of parents and children [25]. In-home voice assistants are incorporated into
the day-to-day activities of families [36] and smart speakers influence family dynamics by fostering communication,
disrupting access, and augmenting parenting [5]. However, HRI research has a limited focus on families as a whole, i.e.,
family-robot interactions, and future work should involve more family-centered design approaches that capture the
perspective of diverse family members when designing in-home social robots.
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3 CONTRIBUTIONS TO DATE: FAMILY PREFERENCES FOR IN-HOME SOCIAL ROBOTS

Exploring and Designing Robots for Families. In my prior work [8] I explored children’s and families’ design preferences
for an in-home social robot through participatory design sessions and identified three key insights. Firstly, families
expected robots to play two main roles: a companion and/or an assistant. As a companion, the robot might serve
as a playmate, reading companion, conversational partner, or confidant. As an assistant, the robot might provide
informational assistance in day-to-day tasks, such as cooking, using household tools, or doing homework. I built on
this work by designing robots that took various roles in different activities, including a playmate that facilitates math
learning [22], reading companion for structured reading [10, 40], and a companion robot that children take care of [9].

Secondly, families expected the robot to be included in group interactions and shared recreation activities, where
these activities provide opportunities to fortify interpersonal connections within the family and between family members
and the robot. Families expected a playmate robot to be included in family game nights, play board games, dance, or
play sports together. Inspired by this finding, we further explored how children preferred to unbox their social robots
in a co-design study [28]. We found similar insights regarding group interactions—specifically, when interacting with
their robot for the first time, children wanted to dance and play songs with the robot, ask questions, and play icebreaker
games in order to get to know the robot. These findings motivate RQ1 of my research, to explore how social robots can
support group interactions and shared connections in family playtime.

Thirdly, families expressed conversational privacy concerns regarding how a robot would manage sensitive
information shared in private or group conversations. Consider the following confidant privacy dilemma(adapted from
examples in [33]): if two siblings confide to the robot about a problem they are facing with their older sibling, and
request to keep this as a secret, the robot is placed in an unclear situation. The robot can either tell other family members
to help the problem, or keep it as a secret by honoring the children’s request. However, by keeping this as a secret, the
robot cannot help the children resolve the problem, but breaking their word and not protecting their privacy could offer
help to the children. So how would the robot decide to disclose this secret or not, and what would be the consequences
of such actions? Motivated by this finding, we designed a privacy controller for social robots that used contextual
metadata (e.g., sentiment, relationships, topic) from conversations to model privacy boundaries [39]. However, this
application does not yet adopt a family-centered approach to conversational privacy. To address RQ2 of my research, I
draw from Family Systems Theory (FST) [13] and Communication Privacy Management Theory (CPM) [34] to better
understand the everyday privacy issues that families face and how we can design robot interactions that can mitigate
these dialectical tensions related to privacy disclosure between family members and a social robot.

Overall, these three key insights related to the robot’s role, families’ preferences in group interactions, and privacy
concerns motivate the proposed work for my research.

Factors for Children’s Engagement in In-Home Long Term Human-Robot Interaction. In my recent work, we designed
a fully autonomous reading companion robot and deployed it in 16 families’ homes for one month. From these
unsupervised field deployments, we found different motivators for children’s long-term engagement with the robot.
Children’s interest changed in the reading activity, and environmental factors such as parental influence, the immediacy
of robot placement, changes to routines, and how well the robot activities conformed to those daily routines influenced
engagement, interest, and adoption of the technology [10]. Although many children in our one-month deployment
adopted the robot, some families felt limited by a single type of interaction and had difficulties in integrating the
robot into their routines which challenged their long-term engagement. Some children adapted and changed how they
interacted with the robot based on their personal preferences, some were interrupted by external factors, and some
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discontinued the use of the robot. We further analyzed the daily interaction videos of families and explored how group
interactions formed with and around the robot [29] and observed that many family members seemed eager to participate
in group interactions but were unable to as the robot could only afford dyadic interactions. These shortcomings motivate
the need for more family-centered approaches to facilitate families’ group interactions, described in this proposal.

4 FUTUREWORK

Our prior work highlighted a need for family-centered design to account for the idiosyncratic nature of family dynamics.
Below, I describe my planned work to address the overarching research questions: (RQ1) how a robot, acting as a
playmate, can facilitate family interactions and connection-making during a shared recreational activity and (RQ2) how
a robot, acting as a confidant, can mitigate conversational privacy concerns between family members.

Interaction Design for a Playmate Robot that Facilitates Family Interactions and Connection-Making in Shared Recreation

Activities. To expand my prior work, I will co-design a collaborative board game with and for families’ playtime routines
that combines verbal and physical activities with a playmate robot. In these activities, the robot will be able to support
dyadic and group interactions, along with awareness of dynamic changes in the group formation (e.g., a family member
joins or leaves an interaction). The robot will be an active playmate that will use verbal, pro-social supports for children
and family members to share and take turns during the game. I will conduct design sessions with children and families
to develop specific behaviors for the robot to promote family interactions, connection-making, and pro-social behaviors.
I will evaluate this design in field deployments at homes with families of different structures. Overall, this work will
explore the design of a playmate robot that facilitates pro-social behaviors in group interactions, how different family
members interact with the robot in a shared recreational activity, and how family members build connections and
benefit from the presence of the robot in their playtime routine.

Interaction Design for a Confidant Robot that Manages Dialectical Tensions of Communication Privacy in Family Group

Conversations. For social robots, maintaining the privacy of families is complex due to the dynamic settings in which
they function, such as being able to overhear household conversations at different locations in the home, or due to the
unique relationships they can form with family members such as being a confidant [8]. Informed by CPM [33, 35] and
FST [13], I aim to explore how families navigate private disclosures and how these theories apply when incorporating
social robots in family households. This will first require conducting an extensive interdisciplinary literature review in
the domains HRI, HCI, communication, family studies, and related areas to understand the privacy field and identify
design requirements for a social robot acting as a confidant. I will then conduct an exploratory technology probe study
where we deploy a social robot in homes with basic conversational privacy management capabilities identified in our
prior work [39] and new capabilities identified from the literature review. The activities that I anticipate for this study
include family members holding daily conversations and children keeping diaries with the robot. However, this context
may change depending on the findings from the literature review. Participants interacting with the confidant robot will
label their perceived sensitivity to the information shared, express which household members are the co-owners of
the private information, and who could or could not access that information, i.e., boundaries. Overall, this work will
explore how families prefer to set communication privacy boundaries with the robot, how children and families perceive
disclosure to a confidant robot in private conversations, how violations of current family privacy rules could lead to
family boundary turbulence, and how to renegotiate these boundaries with a social robot to mitigate dialectical tensions.
We anticipate that our literature review and exploratory studies will not reveal one single solution to communication
privacy for families but it will be bound to diversities in family structures, culture, and context.
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Participants and Analysis. To support diversity and inclusion, I will recruit families from a range of socioeconomic
status and family structures [32] in our studies, e.g., children with; co-parenting, grandparenting or single parenting
households, blended, extended, or step families etc. Diversity in family structures will allow us to have an inclusive
design and better understand themes and contrasts between family structures regarding the robot’s influence on group
interactions. I will primarily employ qualitative analysis methods in my research such as Grounded Theory [21] and
Reflexive Thematic Analysis [7] across data sources including semi-structured interviews, video recordings, and robot
interaction logs. Qualitative research methods allow researchers to internalize the data and get a deep understanding of
the themes surrounding the topic at hand, which is a valuable method to study complex and uncontrolled field studies
proposed in this research. I will also support my analysis with quantitative findings where applicable.

5 EXPECTED NEXT STEPS AND OUTLOOK

I am currently working toward the first step of the research described for RQ2. By the time of the CHI Doctoral
Consortium, I will have completed and reported my literature review as part of my qualifying examination and will
submit the literature review for publication. I plan to initiate the research plans for RQ1 in Fall 2023, complete the
interaction design for the shared family recreation activities by Spring 2024, and complete field deployments in Summer
2024. Afterwards, I will focus on extracting design requirements for RQ2 based on the literature review, and I plan to
initiate the technology probe study in Spring 2025. I plan to complete my Ph.D. research and defend my dissertation
by the end of Spring 2026. Overall, the timing of the CHI 2023 doctoral consortium is crucial for my research agenda
which will allow me to get actionable and valuable feedback from the CHI community for my remaining research plans.

Some challenges I foresee for my research stem from the possible limitation for recruiting diverse family structures
in Wisconsin area. I plan to establish connections with the UW-Madison Extension community and with academic
collaborators located in the Chicago area to expand diversity in recruitment. This limitation extends to cross-cultural
applicability, i.e., findings reported in my studies only capture family culture in the Midwest area of the United States.
As I advance in my academic career I aspire to establish cross-cultural collaborations to explore more inclusive family-
centered HRI design. Other technical challenges arise from maintaining long-term engagement in homes and designing
robots that are able to hold meaningful interactions with multiple users. While my prior experience in long-term field
studies build a solid foundation, long-term engagement in HRI still remains an open issue. I anticipate participants
modifying their interaction with the robot or dropping out from the study, however, these will be captured by qualitative
analysis methods and will still point to valuable insights for the CHI and HRI communities.

6 DISSERTATION STATUS AND LONG-TERM GOALS

I am in the third year of the University of Wisconsin-Madison Computer Sciences department’s 6-year Ph.D. program,
with a Ph.D. minor from the School of Human Ecology, Human Development and Family Studies program. My primary
advisor is Dr. Bilge Mutlu. I have not attended any doctoral consortium at any other SIGCHI event. At the time of
the doctoral consortium, I will have completed my qualification examination and will be in the process of preparing
my dissertation proposal. My career aspiration is to become an established HCI researcher as a full professor, with
a specific focus in family-centered Human-Robot Interaction design. I aim to continue working with children and
families of diverse structures to better design social robots and assistive technology that would support the social
and intellectual development of children and facilitate family connections. I take an interdisciplinary lens, with the
intersection of computer science, cognitive science, social robotics, design, and family studies where I mainly employ
qualitative research methods. This diverse research background strongly influences my Ph.D. research.
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